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Example: recurrent network with activation function $\sigma$,

$$
h_{j}(t+1)=\sum_{i} w_{i j} \sigma\left(h_{i}(t)\right)+\sum_{k} r_{k j} x_{k}(t)
$$

with $\theta=(w, r)$.

Simple strategy: online gradient descent over the loss at time $t$,
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with learning rate $\eta$.

Simple strategy: online gradient descent over the loss at time $t$,

$$
\theta \leftarrow \theta-\eta \frac{\partial \ell_{t}(h(t))}{\partial \theta}
$$

with learning rate $\eta$.
Problem: how to compute the derivative $\frac{\partial \ell_{t}}{\partial \theta}$ ? Current loss depends on $\theta$ via whole past trajectory.

Simple strategy: online gradient descent over the loss at time $t$,

$$
\theta \leftarrow \theta-\eta \frac{\partial \ell_{t}(h(t))}{\partial \theta}
$$

with learning rate $\eta$.
Problem: how to compute the derivative $\frac{\partial \ell_{t}}{\partial \theta}$ ? Current loss depends on $\theta$ via whole past trajectory.
(More complex algorithms like the Kalman filter also rely on $\frac{\partial \ell_{t}}{\partial \theta}$.)

Simple strategy: online gradient descent over the loss at time $t$,

$$
\theta \leftarrow \theta-\eta \frac{\partial \ell_{t}(h(t))}{\partial \theta}
$$

with learning rate $\eta$.
Problem: how to compute the derivative $\frac{\partial \ell_{t}}{\partial \theta}$ ? Current loss depends on $\theta$ via whole past trajectory.
(More complex algorithms like the Kalman filter also rely on $\frac{\partial \ell_{t}}{\partial \theta}$.)
Standard approach to compute $\frac{\partial \ell_{t}}{\partial \theta}$ : backpropagation through time (BPTT).
Problem: goes back in time...
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Same forward-backward structure in many problems: hidden Markov models (EM), reinforcement learning and optimal control (Bellman equations)...

## If you cannot travel back in time...
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- The estimates are noisy but unbiased $\Longrightarrow$ over time the parameter evolves in the correct direction.
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- Easy to compute
- Extends to tensors of arbitrary order (use complex roots of unity instead of $\pm 1$ ).
- Can reduce variance a lot by first rescaling $v_{i}$ and $w_{i}$ :

$$
v_{i} w_{i}^{\top}=\left(\lambda_{i} v_{i}\right)\left(w_{i}^{\top} / \lambda_{i}\right)
$$

Optimal choice of $\lambda_{i}$ : first equalize the norms of $v_{i}$ and $w_{i}$. Very important in practice.
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\begin{aligned}
\bar{w}_{t+1} & =\bar{w}_{t}+\sum_{i} \varepsilon_{i} \frac{\partial F_{i}}{\partial \theta} \\
\bar{v}_{t+1} & =\frac{\partial F}{\partial h} \cdot \bar{v}_{t}+\sum_{i} \varepsilon_{i} e_{i}
\end{aligned}
$$

where $e_{i}$ is the $i$-th basis vector in state space, and where the $\varepsilon_{i}$ are random $\pm 1$ signs.
(Scaling by $\lambda_{i}$ omitted for clarity.)
For RNNs: same computational cost as running the RNN itself.
In RNNs, $\frac{\partial F_{i}}{\partial \theta}$ is sparse since $h_{i}(t+1)$ depends on only a small subset of parameters.
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## Does it work?

Large learning rate, non-Kalman: noise is clearly visible.
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On Shakespeare's collected works, does no better, no worse than truncated backprop through time.


Compression rate (bits per characters) as a function of the number of characters read, for predicting the next character in Shakespeare's complete works.

On the $a^{n} b^{n}$ problem, clearly does better than truncated backprop through time when the span of time dependencies is longer than the truncation length for BPTT.


Compression rate (bits per characters) as a function of the number of characters read, for predicting the next character of $a^{n} b^{n}$ sequences using a leaky RNN model.
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